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Abctrasy—An imperiast izzue relaced o Eeal-Times Operadns
Sysiems 1 the bandline of imterropes, dmers, moderes, watchdos
fmmers:, svnchronization and communicyion direcoves & nmitary
events. Im order to obiain s predictable rezpomse ome for the
different fype: of events that ocour dmulansonly, it is necezary
fo have s priorifizadoes mechanizm for ikem. Therefore, chix
paper propoces 8 hardware mechanizm for hamndline the evemiz
epumeryted abeve, in srder to improve che soffware solwtion,
which iz net efficiest becauze it penerates delayz. The methed iz
implemenied in n-cack: Auld Pipelize Fegizoer Architectare, ihat
iz a2 mikrocontroller architecrare with Eeal Time COperadns
Svuiem: capabibivies implemenied m bhardware, which allows
swirckizg dme Between tazls of ome processor cycle and 2
respomse fme to events of mp o 1.5 processor cycles.

Koywords—embedded griems; evend hamdlimg:  Rardwarse
scheduler; pipelive reghvier; realdime opevaing Tyweme
I InTRODUCTION

Today, more and more comples systems are based, in
whaols or in absobats femms, on the contol precessor. The
fialds of use may imvolve human safery, imposing smict tims
conditions. Therefore, the development of real-fime
mechanisms anpd scheduling of the processes with demandinz
time conditioms iz a challsmge [11, [2]. In this comfext
operating svitems mmast provide mechamioms for neal-fime
tasks scheduling i ensure mestng smct dme condidens.

In svstems where resources are limited, a sitoation found
in most digital confrel systems (embedded systems), ao
effective implementation of schedulers 5 cmcial [3]. Real-
Tims Operating Systems (B TOS) have besn desiemed for real-
time phyzical systems, whose opemadon depends not ooly oo
the lozical result of the processing, but also on the tme that
the results are produced [4]. Thus, time becomes an essential
coordinafe with impact in all phases of development amnd
exploitation of the whole syst=m [1].

A Beal-Time System (BTS) iz a system fast emough fo
zuarantes the deadlines for the worst case opemting soenario
[2]. Schedulinzg tazks relate to fnding reliable solatons for
processor assipmment for each tazk, zo there iz no overlap io
their execution dunne the opemton of the system [2]. A
parameter that can affect the performance of an BTS is the
overhead geperated by the operating system. Scheduling and
switching comext operations Cao slanJ.ﬁcanﬂv influence the
deadlines m critical ETS. This is the measom for the
mplementation in hardware of the schedoling alpomthms
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instead of wsing sofiware scheduler. An important feanrs of
hard Beal-Time Svstems is the determinizm and predictability
of the crifical real-fime tasks. The overbead generated by the
task context switching operations and the execution rate of the
task are just two faciors that can cause jiters and missing
deadlines in B TS with sofiware schedulers.

Gaitan & al. proposed a hardware scheduler architectuns
[5] inteprated ioto the stwohure of a CPU wath pmltiplied
resources, pamely pipeline remsters and CPU rezisters. They
also prooosed several orizinal hardware static and dvnamsc
task scheduling architechmres, unified manazemsnt of differsnt
nvpes of events, access to shared resources, the peneration and
trapsfer  of messages  betwesnm  tasks  that  ensure
svochronization and communication and a method for
infermapt assigmment to tasks that allows the comtral of their
behavior.

Multi Pipeline Femister Architechme (MPEAY uses a
hardware scheduler that is a constituent part of the processor,
and ifs control is via dedicated instroctions that are transmitted
through the pipeline. The saving task comtest i lassical
processor architecturss imwolves swine CPU resisters in
memiry or oo the stack, and it can produce jitter and thos may
affact the response time of cridcal BTS. In MPEA processor,
the Progmam Counter (PO register, pipeline registers and,
epperal registers are poulfiplied resources, and the memory
nacessary 0 implement these registers is dirsctly preportional
to the mumber of fazks fom the svstem In order to ensure the
predictability of BTS, MPEA mmplements a rigd schedulins
scheme which iz based on the address prionitvy encoder within
the Hardware Schedoler Ensine (HSE). However, # leaves
enouzh fresdom o implement wuser desired schedulms
alzonthms, like Earliest Deadline Fiast (EDF) or Fate
Moootone Alporithm (EMA)Y, by a proper orderimz of tasks
dependingz on the frequency of execution or deadlines. The
MPEA rezister file has a special implementation which, i
addition to context remapping done under the direct comtrol of
the HSE, allows the isolation of the procedurs calls, so that the
user does mot bhawve to save the contexts. The described
architechare wses ooly the ocreamizatonal stuchuae of the
Microprecessor without Imterlocked Pipeline Stages (MIPS)
architechare. The architecture includes the scheduoler
functiomality in a processor fanctional block and offers the
possibiity of switchins task context in iust half of a clock
cycle, thus elimipatins the disadvantagss of the soffware
scthedulers. The performance of MPEA does nof consist in
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processing power, baf i the speed of switchmz fasks
contexts and the execufion speed of the schedaling alzorithm.
Studies extend the basic id=as expressed m [4], [7]. defininz
pew original fmctiopalicy for AH5E and mlFRA (the
hardwars architectare is presented in fig. 1).

The aim of this vaper is to further expand the sohmion
presepfed im [5] by impooving the performances and
predictability of the miempt system and event handlers. The
povelty presented in this paper refers to the new hardwars
implementation of the event selection mechanism using frap
registers, the architecrurs of PL rezister and the inmoduction
of the rat gsr (rerwm from fhe ovend se@rvice rouring)
mstruction, to allow awomatic handling of events. The
sghation for the nfermapt system presented m this paper has a
bish desres of flewgbility and unlike the software sohmions,
provide the same response time for all intermapts and events.
The solurion is applicable for small micreconimallers,

The paper is stroctured as follows: section II presents the
nMPRA, section I presemts the hardware event handling,
section IV presents the PC modifisd architectare, and section
V confains the final conchasions.

o w~MPEA

MPEA was mansformed ime nldPRA [5] (Ge 1)L by
multiplying i » tmes; for each fask we have a set of pipeline
repisters (IFID, IDEX, EXMEM, MEMWE), 2 Program
Counter register and a Bamked Fegister File. Becanse each

Inkilhis

tazk bas ms own set of pipeline registers and peneral repisters,
the comfext switching operation can be dons In ope o thres
CPU cycles, and the response time to extermal events may be
delayed up to 1.5 CPU cycles, the archifechme bemz very fast.
An imstance of this processor is called “semd CPUT (sCPLT.
All sCPLT are identical, except sCPLT, which will be the only
one active after reset, it is the supervisor of the system and it
has access o AAPR4 monitoring registers. sCPU, has the
highest priogity (0¥ in the system and this priomty tamnt he
changed In this architecturs, the hardwars scheduler HSE [3]
(fig. 1) is mcluded in the processor and thus doesn’t reguire
additional fime for bus arbimation, nor delays the resulis due to
data ransfer betwesn the scheduler and processor, and can be
direrily commolled by insmoctions sent through the pipsline.
Because we have pmltiple pipeline registers, it causes ano
izolatdon of the lordware contexis. The inermpis are
considered evends that can be assigned fo tasks or to the eal-
fime operating systems, and they are meated as the thoeads [8],
nit 23 imfermopts in the classical manner

II. HarDwARE HANDLING OF THE EVENTS

When multiple events assizned o a sk (CPLY) ame
activated sipmttaneously, we muost find a method to select the
]ur:ﬂ]mg{rderms After we zelect this ardering. by using the
scheme from fiz. 1, it obiains the address of the ewent service
romine associated with the selected event (the ewent service
rouine is executed by the sCPLT, ask).

nHSE

Hazard Ulnii

Fig 1. The aMPRA hasdware archaeciun
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Fig 2 Selection of the higheat pricety event handicr sddres

Considenng that we have eight types of events in the
system, we attach a priority level to each fype of evenmt,
ranging fom O to 7. This prionty Jevel will be saved into a
special register, called the Evemt Prionity Register (EPR),
which is attached to every sCPU, (fig. 3). At boot time, sCPU,
1s the only task active that can initialize all the others s:CPU,
tasks and can set the prionity level of each event associated

RN R,

with every :CPU, in concordance with the specifications of
the application.

Fig. 3 presents a scheme that selects the
current active type of event with the highest prionty, in ordsr
to be served [9]. Depending on the user’s demands, the
priority level of each type of event can be static and set art the
bezinning of the application (offline), or it can be dynamically
changed during the execution of the application (online). If the
selzcted type of event confains multiple active events, we must
make another selection of the event that will be weated first,

depending on the type of the event.

Fig. 3 presents the global events prioritization scheme.
Considering that in nMPR4 we have eight types of events, we
will need eizht schemes for decoding and sslecting of the
events (see left side of fiz. 3) The priontes of the event
categories are grouped in the Event Priority Register (EPR))
and can store the pnonties of the following type of events [3]:
Pri_TEv, Pri WDEv, Pri DiEv, Pri D2Ev; Pri_IntEv,
Pri_MutexEv, Pri_SynEv, and Pri_RunEv, The activation
sigmal of the each type of event activates a decoder that
geperates the prionty of the event type accordingly to the
pnomy}evei'imdmtheEPR,Theouqmofthepnom
fizld 15 also used for selectung the active mput of the MUX

multiplexsrs, which collects the result of the prioritizaticn
scheme presented on the nght side of iz 3.

Pri MutexEy,

Fig 3 Global event peaceitization scheme (socree: [90)
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Fig. 4 Ewvenl veclor regeifiers

The owputs of the multiplexers are used for selectng an
event fype to be weated (G2 5). All the events that are the only
ones in their catepory, like the time-related events (TEv,
WDEv, DIEv, and D2Ev). and the onss that are treated
g].l]b.iﬂf, Lhmugh soffware, have associated one Tap register,
pressmted in fig. 3, that peints towad their event servicing
routme The addresses of the event service routine are koaded
for each task nto an event vector register (fig. 4) at startap, by
$CPL, after reset.
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Fig 3 Addesss sclotion ugnak sheme

The trap register of the intermipts contains the bass address
of the fable with map cells, which memanze the addresses of
the infermupt servicing routines. Intermupt handling was
amalyzed in the confext of schedulnz mwdsls and was
proposed an inmovative sehiion to the assipnment of events 1o
the tasks (sCPLY [B]. Throush this methed, each imbsrrupt
mhentz the proonty of the associated task Therefore, the
response time i infemupts is more predicable o the comtest
of real-fime applications (3 @sk that handle an intermopt can be
miemupied ooly by the nfemupts attached to 2 higher-priority
tazk).

The software solution [E] have as major disadvantage the
jitters genemated by the test blocks and miemupt service
routines when several imterrupts are attached to the same
sCPLY and they ecour simultansously.

A hardware solution for the imermpt handling ireohves
exima hardware block that is showm in fig & [8]. The priorites
encoder block generates the identifier of the highest priarify
infermapt when i oorumences, Thizs idenfifier is
muliplisd by 4 fo calculats the offset in a cells-irap able for
inferrupds (vector mismupts fable). Further, the address of the
inferrapd service rouiime is read and the comimol is mansferred
i this routine.

Fgg. 6. Hidware inlerrupls handlng (sowse [E])

IV, Procsas COUNTER ARCHITECTURE

When an evem ocours, the assoriated fask become ready
for execudons and if it has a highet priority that the task in the
execution state then the Program Coumfer register of the
comesponding sCPLY (PG, (see fiz. 7) is set by the coofent of
the map repister (the address of the associated routine for the
event oocurmed). In oarder ip mmplement mzomatic redirectson
i the event service rourine, the Propram Counter (PC) should
be modified to save internally the retam address fom an event

Fagg. 7. Progrom Cowsler archilashse

Inside PC. there is a register called BacklUp PC. which
syves the owrrent address from PO at the moment when an
event ocrurs, signaled by sCPLT_Ev, signal The PC; will load
amomatically, using the comesponding tmap register, the
address of the highest priority active event handler. The retum
from the event handler is indicated by the execution of the
instuciion refesr (Fretwm from the event ervice rouring),
which determines the activation of the sizmal rer g5, thar
indicates #o PC, to load the metum address fom the
Backlp PC remster, coofinnng pormal execution of the
program. Saving the refom address in Backlp PC register
determines the deactvation of the MeEv, sipnal, indicating
that an event iz cumently being ireated and no other event can
be serviced uotl the end of comenmt event handling Afier
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renmning fom the oument event handler, the sigmal MexzEv,
will be reactivated to indicate that the pext event can be
processed Fig. 7 shows the stmachoe of PO,

V.  ConNCLUSKONS

Global prioritization scheme from [9] is extended in this
paper, in ander fo finish the implementation of the hardware
events meating scheme for the nMPRA anchitecrure. It is
presented the wap registers asseciated with the ewemt
catezories and the souchme of the Program Counter register
(PC). The prormizaben scheme presented mo this paper
permits the events handiing m hardware. The advanmge is
reducing the tims to detect the svent source, and to start the
suitable event semvicing rowiine. It even permuts the
miroduction of pew events m the system simply by adding the
necessary falds in the Tazk Begister (TR). Event Statos Task
Bepister (E5TR,) and Event Priority Eegister (EPE,), updating
the =lobal event priontization scheme and inserfing a new wap
register for each new evenmt category. The scheme 5 simple
and can be applisd to all the events.

As forare work, we plan to introducs the optimdzation of
the implementation for pusex events and synchronizaton and
COmMDunication primitves.
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Strimbeanu, Daniel Univ. of Craiova

This paper presents the sensorial system for structure of a backbone hyper-
redundant arm with an electro-pneumatically system for position control. A
system of cables actuated by DC motors is used for bending. Control system is
based on a PIC microcontroller. The position of the robot can be obtained by
bending it with the cables and by blocking the position of the elements we need,
using the electro-pneumatically system. The major advantage of this type of
actuation consists in the fact that the robot can be actuated using a boundary
control by cables, the position blocking system for any element being relatively
simple. The sensorial system is described and the main features of the global
system are presented. The advantages of this sensorial system for this robot
architecture are discussed

12:30-12:50 FrA2.5
Hardware Event Handling in the Hardware Real-Time Operating Systems
Moisuc (Ciobanu), Elena-Eugenia Stefan cel Mare Univ. of Suceava
Larionescu, Alexandru-Bogdan Stefan cel Mare Univ. of Suceava
Ungurean, loan Stefan cel Mare Univ. of Suceava

An important issue related to Real-Time Operating Systems is the handling of
interrupts, timers, mutexes, watchdog timers, synchronization and
communication directives as unitary events. In order to obtain a predictable
response time for the different types of events that occur simultaneously, it is
necessary to have a prioritization mechanism for’them. Therefore, this paper
proposes a hardware mechanism for handling the events enumerated above, in
order to improve the software solution, which is not efficient because it
generates delays. The method is implemented in n-tasks Multi Pipeline Register
Architecture, that is a microcontroller architecture with Real-Time Operating
Systems capabilities implemented in hardware, which allows switching time
between tasks of one processor cycle and a response time to events of up to 1.5
processor cycles.

Co-Chair: Muresan, Cristina loana Tech. Univ. of Cluj-Napoca
Organizer: Copot, Cosmin Univ. of Ghent
Organizer: Muresan, Cristina loana Tech. Univ. of Cluj-Napoca
11:10-11:30 FrA3.1

Stabilizing Control Strategies: A Comparison between the Fractional Order
Controller and the IMC (1)

Folea, Silviu Tech. Univ. of Cluj-Napoca
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